Network Positions & Roles

Based on Wasserman and Faust (1994) Chapter 12

Network roles and positions draw from fundamental sociological theories about social classifications possessing distinctive rights and duties in relation to other categories. This chapter examines other equivalence concepts for network actors.

TYPES OF EQUIVALENCE

Equivalence relation – “defines a partition of a set of entities into mutually exclusive and exhaustive classes“ such that all members within an equivalence class (position) are equivalent and the members of different classes are nonequivalent (W&F:466). For network equivalence, three important properties are:

· Symmetry: i ≡ j if and only if [iff] j ≡ i

· Reflexivity: i ≡ i

· Transitivity: if i ≡ j and j ≡ k then i ≡ k
Methods of finding equivalence seek to map actors from an initial relational set into a smaller number of equivalence classes or network positions. 
Structural equivalence (Chapter 9) is the most restrictive method, requiring that s.e. actors have identical patterns of ties to the same other third actors. In order of decreasing restrictiveness, alternative equivalences are: automorphic & isomorphic equivalence; regular equivalence; local role equivalence; and ego algebra.

W&F (Figure 12.1) use this hierarchical digraph, whose 7 structurally equivalent classes are: {1} {2} {3} {4} {5,6} {7} {8,9} – Why are they s.e.?



AUTOMORPHIC EQUIVALENCE

Two graphs are structurally isomorphic if a one-to-one mapping of nodes from one graph to the other also preserves all the nodes’ adjacency relations (i.e., same indegrees and outdegrees). Any graph is isomorphic with itself. An analogous concept applies to the structure of a single graph – an isomorphism of a structure with itself is called an automorphism.

Automorphism – a one-to-one mapping of nodes back onto themselves

Automorphic equivalence – iff some automorphism maps one actor onto another

Actors are automorphically equivalent (occupy the same position) if they are connected to corresponding other positions (not to identical nodes). Automorphic equivalent nodes have identical graph theoretic properties, such as centrality, ego-density, clique size, etc.

In the digraph, the 5 automorphically equivalent classes are: {1} {2,4} {3} {5,6,8,9} {7}. Actors 2 & 4 are a.e. because they are supervised by one actor and in turn supervise two subordinates. Actor 3 is not equivalent because it supervises only a single subordinate.
A.e. nodes are indistinguishable when the names or labels are removed from the graph. That is, a.e. methods ignore the labels attached to individual nodes and emphasize the pattern of connections within the unlabeled graph. For example, you could switch the two triplets of numbers on the left and right sides of the graph above without changing its accuracy. As Borgatti and Everett (1992:16) put it:
Abstracting a bit, we could say that in the s.e. approach, the network or labeled graph represents the underlying structure of a group; hence an actor’s location in that structure represents his or her position in the group. In contrast, in the structural isomorphism approach, the structure of interest is not the labeled graph itself, which is seen as the observed or “surface structure,” but the structure of the surface structure, which is the unlabeled graph that underlies the labeled graph. It is the actor’s location in this “deep structure,” then, that represents his or her position in the group. 
UCINET’s a.e. program is located in “Network/Roles & Positions/Automorphic” with a choice of “MaxSim” or “AllPermutations”. Here’s the latter’s iterative results:

Number of permutations examined:  362880

Number of automorphisms found:         8

Hit rate:                           0.00%

ORBITS:

Orbit #1:  1

Orbit #2:  2 4

Orbit #3:  3

Orbit #4:  5 6 8 9

Orbit #5:  7
But, the MaxSim dendogram below puts actor #7 in a diffeent class:
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REGULAR EQUIVALENCE

This type of equivalence requires neither s.e.’s identical ties to identical actors, nor a.e.’s structurally indistinguishable positions.

Regular equivalence – positions having identical ties to and from actors that are themselves regularly equivalent
In the digraph, the 3 maximally regularly equivalent classes (i.e., having the fewest number of classes) are: {1} {2,3,4} {5,6,7,8,9}, correspondg to the three vertical levels in this corporate bureaucracy. The three “middle managers” are r.e., despite having different numbers of subordinates, because all five subordinates are r.e. in taking orders from just one supervisor.
More than one regular equivalence partition may exist for a given network; W&F:475 report this regular equivalence, which in contrast to the preceding a.e. partition, is not maximal r.e.: {1} {2,3} {4} {5,6,7} {8,9}. Why is this partition a.e.?
UCINET’s r.e. program is located in “Network/Roles & Positions/MaximalRegular” with three choices: “REGE”, “CATREGE”, and “Optimization”. Here’s the first option’s dendogram (the other two options did not work!):
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R.e. can be applied to a variety of directed, valued, signed, and multirelational matrices. R.e. analyses can also be performed on blockmodels as well as on individual actors. Just as we can block a network using s.e. criteria, so a permuted and blocked partition can be constructed using the regularly equivalent classes. However, the 0-1 block image matrix for a regularly equivalent blockmodel has a different interpretation (W&F:477-478). Oneblocks (and zeroblocks) indicate whether the actors jointly occupying one position have (or lack) ties to different but regularly equivalent actors occupying a second position (in contrast to s.e. blockmodels where they must have ties to the same actors in the second block).

LOCAL ROLE & EGO ALGEBRA EQUIVALENCES

Following Robert Merton, role relations and role sets consist of collections of distinct primitive and compound ties connecting actors and/or positions. Thus, finding local equivalence classes involves computations with multiple matrices, but at the individual actor level of analysis rather than at the complete network level. W&F give details and examples of these advanced techniques on pages 483-502.
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